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Seasonal prediction is not a deterministic prediction. One can also consider that a 24h

forecast contains a probabilistic part, in particular as far as local extreme events are con-

cerned. But seasonal forecast is a climatology forecast. One attempts to predict some sta-

tistical properties of one or several seasons in advance, but not the chronology. Predicting

the date (or rather the week) of the monsoon onset, even with a probability aspect, is a

meteorological forecast. It should be considered as monthly or extended-range forecast, not

as seasonal forecast. The validity of seasonal forecasting has �rst be proved in deterministic

approach. Indeed, if the deterministic approach fails completely, the probabilistic approach

cannot work. The probability theory does not create any information, it expresses our partial

knowledge which leads to imperfect deterministic prediction. In order to validate the deter-

ministic prediction in a robust way, scientists have used root mean square error or anomaly

correlation of the seasonal mean. When going to probabilistic prediction (Doblas Reyes et

al., 2000), they attempted to predict the seasonal mean with a probability density function

(pdf).

From a scienti�c point of view, this approach is partial, because the model (or the nature)

o�ers a succession of daily situations which form the weather (if chronology is taken into

account) or the climate (if only the statistical properties are considered). From a user point

of view, the seasonal average does not represent a useful information, in particular if it is

given by a pdf. For heating or agriculture, degree days above or below a threshold, number

of consecutive dry days . . . are more useful. One case in which seasonal average is the needed

product is management of water in big dams: the seasonally accumulated precipitation is the

right input variable in the decision making process.

EUROSIP is a consortium born after the DEMETER European project. Three partners

(ECMWF, Met O�ce and Météo-France) agree to produce each month at the same date

41 members of a 7-month forecast. A hindcast period (to evaluate model climatology and

prediction scores) is based on 1987-2007 with 11 member ensembles. Here we examine 2

m temperature forecasts for December January February obtained from the early November

issue.

Verifying a probability forecast is less straightforward than a deterministic one. A good

choice is to use square di�erences because they are additive with respect to time and space.

The square di�erence between observed and predicted pdf could have been a simple and good

idea, but in the case of temperature and precipitation, it does not take into account the fact

that they are ranked variables. For example if the predicted and observed pdfs are quasi-

deterministic (Dirac distributions), an error for temperature of 1◦C or an error of 10◦C yield

the same distance. For this reason, the distance between the cumulative density functions

(cdf) is preferred. Such a distance is named ranked probability score (rps). It is often used

for a sall number of categories, traditionnally quantiles:

rps =
1
n

n∑
i=1

[prob(Tpre < Qi)− prob(Tobs < Qi)]
2 (1)

where Qi are the quantiles of the climatological distribution. Remember that here we deal

with daily data of a season, so observation is also probabilistic. The continuous form (corre-

sponding to n→∞) is:

rps =
∫ +∞

−∞
pdfcli(t) [cdfpre(t)− cdfobs(t)]

2 dt (2)
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Figure 1: Ranked probability skill score for winter daily 2m temperature (land points only);

contours ±5 and ±15%, shading above 5%.

In (2) the integral is calculated as a sum for bins of 0.5◦C wide between -60◦C and 30◦C.
The rps is a dimensionless quantity, with the size of a square di�erence between probabilities.

To measure forecast skill, we need a reference. This reference is the minimum expected rps

when prediction and observation are independent (i.e. no skill at all). It is obtained by

replacing cdfpre by cdfcli in equation (2), which yields rpscli. One can de�ne a simple skill

score as

ss = (rpscli − rps)/rpscli (3)

When this score is negative, the prediction is worse than the climatology prediction, which

does not require costly numerical models. In this study we want to evaluate the skill for the

mid-latitude (30◦N-60◦N) land points in EUROSIP. The �rst stage consists of calculating the

climatological pdf on 21 winters (1987-2007) for ERA40 (extended by ERA interim beyond

2001), and the 3 models. Then a quantile-quantile correction (Déqué, 2007) is applied to each

model, in order to correct the bias in pdf. For each temperature bin described above, the

pdf and cdf are calculated by simple counting. Since the resulting pdfs are jaggy, a gaussian

kernel smoothing is applied with 1 K standard deviation. Then the rps and ss are computed

according to equations (2) and (3). The area mean rps is 0.0113 for climatology and 0.0106
for multi-model, leading to a skill score of 6.3%.

This method is not fully fair because the climatological pdf used in the correction intro-

duces data to be predicted, that are not available in a real prediction. In fact, we do not

correct the predictive behavior of each model, but only its climate properties, irrespective of

the year-to-year chronology. In addition, this �cheat� favors also the climatological predic-

tion which is the competitor. We have recalculated the scores, using the traditional �leave

but one� method. The climatology rps becomes 0.0126 and the multi-model rps is 0.0118.
The skill score remains unchanged. Thus the mid-latitude score is signi�cantly positive and

higher than traditional scores obtained with seasonal means, in particular over Europe. The

geographical distribution (�gure 1) indicates that the score is mainly positive (75% of the

domain). This distribution depends not only on the models, but also on the period 1987-2007.

Because of the reduced sample size, we did not attempt to improve the scores by a posteriori

correction of the reliability of probability forecasts.

Conclusion

The winter daily temperatures provided by EUROSIP have a non-negligible skill versus

climatology over most parts (except eastern US and western China) of the midlatitudes.
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